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Articulatory Model & Synthesis

Articulatory Model Parameters 

• lip opening – W 

• lip protrusion length – L 

• tongue body height and 
length – Y, X

• velar closure – K 

• tongue tip height and length 
– B, R

• jaw raising (dependent 
parameter)

• velum opening – N 
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Coker’s Computational Articulatory Model

Vocal Tract Analysis with Linear Prediction

Cross-sectional 
area function

Speech
Model
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Haskins, 1959 
KTH – Stockholm, 1962
Bell Labs, 1973  
MIT, 1976
MIT-talk, 1979
Speak ‘N spell, 1980
Bell Labs, 1985
Dec talk, 1987

Continuing Evolution (1959-1987) Paradigm Shift in Speech Synthesis

Parametric TTS has become highly 
intelligible but still extremely unnatural;

Parameterization amounts to data 
reduction, causing loss of subtle cues on 
naturalness;

Rapid growth in computation and memory 
diminishes the need in parameterization; an 
80G HD can store 11,100 hours of good 
quality speech!

New concatenative systems use segments 
of recorded speech to ensure better quality 
sound than any synthesized one with 
remaining challenge in control.

2.5” hard disc, 
64.8 GB/in2, 
0.95cm (h)
80G < $200



Lucent
AcuVoice
Festival
L&H RealSpeak
SpeechWorks
AT&T
Cselt (Actor) – Italian

Other Modern Commercial Systems

From: Marilyn Walker <walker@research.att.com>  
To: David Ross <davidross@home.com>  
Subject: Re: Today's Meeting  
Date: Tuesday, December 01, 1998 4:25 PM  
---------------------------------------------------------------------------------------------------------------------------
4:30 is fine for me. See you at the meeting.  

Marilyn  
-----Original Message-----
From: David Ross <davidross@home.com>  
To: Marilyn Walker <walker@research.att.com>  
Date: Tuesday, December 01, 1998 2:25 PM  
Subject: Today's Meeting  

Today's meeting has been changed from 4:00 to 4:30 PM. If the time change is  
a problem, please send me email at davidross@home.com.
Thanks,  
david ross

Conventional TTS

Text-to-Speech vs. Reading: Email Example

TTS with reading capability 

Being able to turn text into sound is NOT 
sufficient for many applications.

A Historic Photo

An early 20th century transcribing pool at 
Sears, Roebuck and Co. 

courtesy www.recording-history.org

Early Digit Recognizer at Bell Labs - 1952

Davis, Biddulph, and Balashek



Regularity and Variability in Human Speech

Regularity (Structure in Speech)
– Linguistic hierarchy exists for any language: 

phonemes, lexicon, regular expressions, …
– Speakers are taught to speak according to the 

convention of a language
Variability (Randomness in Speech)
– Casual use of words, improper pronunciation & 

word grouping, completeness in sentential structure 
or usual disfluency (um, repair) – to err is human

– Unregulated speaking pace & breath grouping 
relaxed pronunciation – to rest is human

Speech Recognition Techniques
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Paradigm shift

Hidden Markov Models
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• Each state represents a process of 
measurable observations.

• Inter-process transition is governed 
by a finite state Markov chain.

• Processes are stochastic and 
individual observations do not 
immediately identify the state.
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Embedding Acoustics in Finite-State Graphs

Composite Finite State Phone Network

context-dependent phoneme model examples:
φ-sh-ow,     φ-ax-l,     ax-l-er,     l-er-t

sil sh ow sil aw                   l              sil

ax                    l                     er t                     s            sil

Beginning state

Final state



Language Models
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I
need a flight

that

leaves

Dallas

to

go
fly

from

request: list subject: flight

departure_city

city_name: Dallas

• N-gram:

• General finite state:

• Domain dependency:
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DARPA Speech-to-Text Benchmark Tests
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Courtesy NIST 1999 DARPA
HUB-4 Report, Pallett et al. & 
new updates
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Statistical Pattern Recognition?

• Bayes decision needs knowledge of a posteriori
probabilities  conventional problem of distribution 
estimation.

Decision Threshold
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• Paradigm shift – look at the “error function” as an 
objective for optimization.

• Minimum error discriminative training leads to much 
improved recognition accuracy.
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One Success Story – Call Automation

Telephone companies used Operator Support Position 
System to handle operator calls, a precursor to call center

Automatic speech recognition w/ hidden Markov models
reached maturity by late 80s for some telecom applications

Voice Recognition Call Processing (VRCP) by spotting five 
essential keywords handles billions of 0+ calls annually.

Calling 
Card

Third 
Party

Collect Person-to-
Person

OSPS

Operator

VRCP
Dial “0” Either as service adjunct or 

Intelligent Peripheral 



Current/Overall Technology Assessment

Conventional 
acoustic-to-

phonetic 
conversion 
paradigm

Spontaneous
Speech?

Natural Dialog &
Speech Act

?

Operating Environment
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?

?
Cross-lingual
& Multi-lingual

Adaptation

Human Still Outperforms Machines

Machines 
outperform 
humans
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Moving Forward

Learn from human – why human does better?
– Biological system models
– Detection-based paradigm

Address naturalness in human-machine 
interactions
– Speech act and hierarchy; semantics
– Dialog management

Broaden “circle of impact” or usefulness
– Ability to handle any kind of speech

Learning from Human – The Ear?
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Learning from Human – The Cortex?

Each response area is parameterized by 
three variables: x (Best Frequency), s 
(Bandwidth), φ (Symmetry)

More inhibition by 
higher frequencies

Bandwidth
(s:scale) Symmetry

(    : phase)

Best Frequency
(x)

Broad Bandwidth

Fine Bandwidth

More inhibition by 
lower frequencies

Medium Bandwidth

Representation in High Dimensional Space

φ

φφ

φ

sin)(ˆcos)(

),,;(

xyhxyh

sxyw

ss

s

−−−=

:unit Response

“Cortical” Regions of Interest (ROI)

Vowels

/iy/

/uw/

/dh/ /jh/ /p/

/z/ /ch/ /k/

Fricatives Affricates Plosives

Regions in the cortical response with low variance (light areas above) 
are likely to contain the identifying features of each phoneme.
Class-dependent feature selection and detection.
Place coding?
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Speech Recognition – Value Proposition

Increasing Value 
to UsersConverse in speech

Understand utterance

“Understand” keywords or 
limited intents embedded in 

spoken utterance

Convert speech into word(s)

HMIHY & Call Center Routing

“AT&T. How may I help you?”
User responds with unconstrained fluent speech
“I’d like to know the cheapest calling plan”
System determines the meaning or intent in user’s speech, 
then routes the call
Dialog technology enables task completion, cutting 5/6 of 
transaction time compared to conventional IVR systems 

HMIHY

Account 
Balance Calling

Plans

Local

Unrecognized 
Number

…



Call 582 2002

?????

Towards Understanding & Conversation

Acoustics Sound

Phonology
Morphology Phonemes, Words, Prosody

Syntax
Verbs Nouns

Actions Objects

Shared Understanding

Semantics Requests, Commands, Acts Reference, Focus, Topic

Pragmatics Intentions, Goals, Plans
Implications, Presuppositions

How humans 
communicate

A Tour for Demo on Use of Reference & Context

Login
Self Awareness I

What are you doing?
Calendar Arithmetic

What’s the date? … tomorrow’s?
How many days next month?
What day is the 1st of next 

month?
Self Awareness II

What have you done this session?
What dates have we discussed?

Simple Sequence
Create <tomorrow eve; 9:00; 

30min>
<Repeat> What are you doing?
Stop doing that.
Create a 2-hr appt tomorrow @ 

noon

Self Awareness III
What did you just do?
What day are we talking about?

Selective Access
What time does that appt end?

Selective Modification
Extend the duration by one hour.
Change it back to what it was.
Resch’ed it for 1st Sat in April..
Resch’ed it for next Monday.

Conclusion
Create a 2-hour appt at 2:00 on 

the last Tuesday of the month 
after next.

Goodbye, Daisy.

Speech Everywhere

Speech is being uttered everywhere, most likely mixed 
with noise, “competing voice” & distortion
– Speech enhancement, noise suppression, de-

reverberation?
Many sounds exist at any given time – how do we make 
sense from them?
– Source separation? Information fusion?

How does the machine know humans are trying to 
communicate with it?
– Modeling of speech act? 

“Living room” at NTT Communication Science 
Research

Speech technologies are of human 
communication and for human communication; 
naturalness is important.

Speech research has expanded beyond 
simple conversion between sound and text, 
to wit,

Speech is an essential transport of intelligence 
and knowledge; an intelligent machine needs to 
know how to talk and listen.

Summary

From Machines That Convert      
to Machines That Converse


